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Abstract- Canny edge detection is a widely employed technique in image processing known for its effectiveness 

in identifying and highlighting edges within digital images. Because of its excellent performance, the Canny Edge 

Detector is one of the most used edge detection algorithms. For several image processing techniques, including 

image enhancement, image segmentation, tracking, and image/video coding, edge detection serves as a 

preliminary step. Compared to the Sobel algorithm, Canny's edge detection approach yields much lower memory 

requirements, reduced latency, and enhanced throughput without sacrificing edge detection performance. This 

paper provides a comprehensive review of canny edge algorithm, elucidating each step. In this paper, the canny 

edge algorithm is implemented on an image as well as in real time using MATLAB and its Simulink model. We 

have also performed high level synthesis of the proposed algorithm using HDL coder. 
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1. INTRODUCTION 

In the realm of image processing and computer vision, the accurate identification of edges within images is a 

fundamental task with widespread applications. As edges define boundaries, they represent a fundamentally 

important problem in image processing. Strong intensity contrasts, or a change in intensity from one pixel to the 

next, are what defines edges in images. By removing unnecessary information and drastically lowering the amount 

of data, edge detection preserves [1] an image's crucial structural elements. The development of the canny edge 

detection algorithm was motivated by a number of significant issues with the previous edge detection techniques, 

including their vulnerability to noise and the requirement for precise edge localization. The goal of Canny was to 

develop an algorithm that could precisely localize edges even in the presence of noise, minimize false positives, 

and reliably identify edges. 

Here is a list of standards to enhance the edge detection techniques used today. First and foremost, there is a low 

error rate. It is crucial that edges in pictures are not overlooked and that non-edges elicit no reaction at all. A well-

localized set of edge points is the second requirement. Stated differently, there should be as little space as possible 

between the edge pixels that the detector finds and the real edge. Having a single reaction to a single edge 

constitutes the third requirement. This was put into place because the previous two were insufficiently significant 

to totally rule out the potential for more than one response to an edge. Lastly, compared to other edge detection 

techniques [3-4], the suggested methodology yields results with less time consumption. So canny edge detection 

has be standard for years with best performance as compared to other edge detection algorithms. 

2. CANNY EDGE DETECTION 

The Canny edge detection algorithm is a multi-stage process designed to identify edges in an image while 

minimizing false positives and accurately localizing the detected edges. The first stage involves Gaussian 

smoothing. In order to lower noise, the image must first be smoothed using a Gaussian filter. By removing 

unnecessary information from the image, this step helps to highlight the key details. The input image is convolved 

with Gaussian kernel. The Gaussian kernel is defined as 

  G(x, y)= 1/2𝜋𝜎2𝑒−(𝑥2 +𝑦2 )/(2𝜎2 )          (1) 

where 𝜎 is the standard deviation and x and y are spatial coordinates. The next step is the gradient  calculation. 

Convolution with Sobel kernels is used to compute the image's gradient. The gradient shows how quickly intensity 

changes in both the x and y directions. This process [2] aids in locating the areas of the picture that exhibit the 

biggest variations in intensity, which frequently line up with edges. On an image, the operator measures the spatial 

gradient in two dimensions. In this step, a 3x3 operator is used to convolve the blurry image that was produced 

during the image smoothing stage. The operator creates a gradient image; it is a discrete differential operator. The 

operators applied to the gradients, both vertical and horizontal. A first stage smoothed image is convolved with 

the horizontal and vertical operators to produce the gradient image. The horizontal and vertical gradients' 

magnitudes are represented by the pixel values of the images Gx and Gy, respectively. 

Next, the gradient's magnitude, or edge strength, is roughly calculated using the following formula [15, 17]: The 

gradient in the x and y directions are used to calculate the edge's direction. The direction of the tangent to the 

contour that the edge defines in two dimensions is known as the edge direction. The arctangent is used to determine 

the edge direction of each pixel in an edge direction image. Upon determining the edge directions, non-maximum 

suppression is implemented. Pixels are traced along the gradient in the edge direction using non-maximum 
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suppression, and values perpendicular to the gradient are compared. The value in the edge direction is compared 

with two values of perpendicular pixels. They are suppressed, or have their pixel value changed to 0, if their value 

is less than the pixel on the edge. If not, the higher pixel value is set as the edge, and the remaining two are 

suppressed with a pixel value of 0. 

The final step in canny edge detection [16] is thresholding with hysteresis, which is used to remove non-edge 

pixels and spurious points from the outcomes of non-maximum suppression. To achieve thin edges in the input 

image for thresholding with hysteresis, it underwent image smoothing, edge strength and pixel calculation, and 

the non-maximum suppression stage. This stage's results, which are obtained by applying the two threshold values, 

should only provide us with the legitimate edges in the provided image. To overcome the issue of breaks in the 

edges, the algorithm employs edge tracking by hysteresis. This involves setting two thresholds: a high threshold 

T1(high) and a low threshold T2(low). Pixels with gradient magnitudes above T1 (high) are considered strong 

edges, while those between T2 (low) and T1 (high) are considered weak edges. The algorithm [8,9]]starts with 

the strong edges and traces along the gradient direction. If a weak edge pixel is connected to a strong edge pixel, 

it is also classified as a strong edge. This helps to connect and form continuous contours along the edges. 

 

 
 

Fig. 2.1 Block Diagram of Canny Edge Detection 

 

 

 

 

 

 

 

 

Fig. 2.2 Sobel Operators 

Step 1: A set of procedures needs to be followed in order to put the canny edge detector algorithm into practice. 

Prior to attempting to find and detect any edges, any noise in the original image must be filtered out. Furthermore, 

the Gaussian filter is only utilized in the Canny algorithm [13] since it can be computed with a straightforward 

mask. Standard convolution techniques can be used to carry out the Gaussian smoothing after an appropriate mask 

has been computed. Typically, a convolution mask is substantially smaller than the original image. Consequently, 

the mask is moved across the picture, adjusting a square of pixels at a time. The detector's sensitivity to noise 

decreases as the Gaussian mask width increases. As the Gaussian width is increased, there is a slight increase in 

the localization error in the detected edges as well. 

The first step in the uncanny edge detection process is image smoothing. To produce an intermediate image, the 

pixel values of the input image are convolved using predefined operators. This method is applied to an image to 

lessen noise in it or to make it appear less pixilated. Using a Gaussian filter to convolve the input image is how 

image smoothing is done with the help of equation (1) characterizing how narrow the peaked function is. 

Step 2: Finding the edge strength requires taking the image's gradient after the image has been smoothed and the 

noise has been removed. An image’s 2-D spatial gradient[16]is measured by the Sobel operator. Next, it is possible 

to determine the approximate absolute gradient magnitude (edge strength) at every point. 

In order to estimate the gradient in the x-direction (columns) and the gradient in the y-direction (rows), the Sobel 

operator employs a pair of 3x3 convolution masks. In this step, a 3x3 Sobel operator is convolved with the blurry 

image that was obtained during the image smoothing stage. A gradient image [11] is produced by the discrete 

differential operator known as the Sobel operator. The gradients in the horizontal and vertical directions were 

computed using Sobel operators. In Figure 2, the sobel operators are displayed. To get a gradient image, apply the 

Sobel operators’ fig (2). Equations (2) and (3) demonstrate how to convolve a smoothed image from the first stage 

with the horizontal and vertical Sobel operators, respectively, to obtain the gradient image. 

       𝐺𝑥= (I * gx)           (2) 

       𝐺𝑦= (I * gy)           (3) 

Equation (4) uses the images Gx and Gy from equations (2) and (3) to determine the "edge strength" of a pixel in 
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an image. The strength of the edge G is 

       |G| = √𝐺𝑥 2 + 𝐺𝑦 2            (4) 

Step 3: The gradient in the x and y directions are used to calculate the edge's direction. However, if the sum equals 

zero, an error will be produced. Therefore, a restriction needs to be set in the code whenever this occurs. The edge 

direction must equal 90 degrees or 0 degrees, depending on the value of the gradient in the y-direction, whenever 

the gradient in the x-direction equals zero. The edge direction will equal zero degrees if Gy is zero. In the absence 

of that, the edge direction will be 90 degrees. "Edge direction is defined as the direction of the tangent to the 

contour that the edge defines in two dimensions" is the simple formula for determining edge direction. The 

arctangent is used to determine each pixel's edge direction in an edge direction image. 

       𝜃 = arctan( 𝐺𝑦/𝐺𝑥)         (5) 

Step 4: In the non-maximum suppression stage, each pixel's edge strength in an image derived from equation (4) 

is utilized. Before being used in non-maximum suppression, the edge directions from equation (5) are rounded off 

to one of four angles: 0 degrees, 45 degrees, 90 degrees, or 135 degrees. 

 
                  Fig. 2.3 Linear Window of Angle (a) 135° (b) 90° (c) 45° (d) 0° 

Step 5: It is now necessary to apply non-maximum suppression once the edge directions are known. When using 

non-maximum suppression, any pixel value that isn't thought of as an edge is suppressed (set to 0). This allows 

the edge to be traced along in the edge direction. The resultant image will have a thin line. Most edge detection 

algorithms use non-maximum suppression (NMS). In a given local neighborhood[7], all pixels with edge strengths 

less than or equal to the maximal value are designated as zero through this process. This local neighborhood may 

consist of a linear window with a length of five pixels in various directions. The edge direction of the pixel under 

consideration for a block in an image determines the linear window that is taken into consideration.                

Step 6: The final step in clever edge detection is thresholding with hysteresis, which is used to remove non-edge 

pixels and suspicious points from the outcomes of non-maximum suppression. To achieve thin edges in the input 

image for thresholding with hysteresis, it underwent image smoothing, edge strength and pixel calculation, and 

non-maximum suppression stage. The output of this step should provide us with only the legitimate edges in the 

provided image. This is achieved by utilizing the two threshold values for the edge strength of each image pixel, 

T1 (high) and T2 (low). An edge is deemed to be definitive if its strength exceeds T1. Zero is set for edge strength 

if it is less than T2. If there is a path connecting a pixel with edge strength below T1 to a pixel with edge strength 

above T1, then the pixel with edge strength between T1 and T2 thresholds is taken into consideration. All of the 

path's pixels must have edge strengths of at least T2. This procedure lowers the likelihood of streaking. Thresholds 

T1 and T2 are also reliant on the intensity of the image's pixels, just as edge strength is dependent on pixel 

intensity. Hence, the clever edge detectors use adaptive algorithms to calculate the thresholds T1 and T2. 

Consequently, the clever edge detection method detects every edge in a picture [15]. 

3. PROPOSED METHODOLOGY IN SIMULINK 

The methodology is for detecting edges in a video stream using a Simulink model. The vision toolbox is used for 

the model and it is hardware compatible. The behavioral of the pixel stream edge detector block is verified by 

full-frame block from computer vision toolbox. 

 
Fig. 3.1 Proposed Canny Edge Algorithm 

The full-frame behavioral model is a subsystem, which employs the frame-based Edge Detection block. The 
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following fig. 3.2 is the subsystem implemented in simulink for full-frame model: 

 
Fig. 3.2 Full-Frame Model 

 

 
Fig. 3.3 Pixel-Stream Model 

Converting an entire frame image to a pixel stream is the aim of the Frame-To-Pixels tool. The active image is 

enhanced with non-image data to replicate the effects of the horizontal and vertical blanking periods present in 

actual hardware video systems. The pixel stream subsystem is shown in fig.6 and 7.The Edge Detector block from 

the Vision HDL Toolbox will introduce latency due to the nature of pixel-stream processing[18], which is not the 

case with the Edge Detection block in the Full-Frame Behavioral Model. We are unable to directly weight and 

combine two images to create the overlaid image due to the latency. The two pixel streams are synchronized 

before the sum using the Pixel Stream Aligner block in order to resolve this problem. The Pixels- To-Frame block 

is a companion to the Frame-To-Pixels block, which translates an entire image frame into a pixel stream. It uses 

the synchronization signals to reverse- convert the pixel stream back into the full frame. The Pixels-To- Frame 

block outputs a 2-D matrix of the entire image, so there's no need to continue with the bus that contains the five 

synchronization signals. 
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Fig. 3.4 Subsystem for Edge Detection Block 

4. HIGH LEVEL SYNTHESIS  

The model is hardware compatible, so it is converted into RTL using HDL coder. It is then implemented in Quartus 

Altera II and simulated in Model-sim. 

  
  Fig. 4.1 High Level Synthesis of Simulink Model 

 

  
Fig. 4.2 HDL Report of Simulink Model 

5. RESULTS 
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Fig. 5.1 Canny Edge Detection Through Simulink Model     Fig. 5.2 Input Video Stream to Simulink Model 

 
Fig. 5.3 Results Of Canny Edge Algorithm in Simulink      Fig. 5.4 Simulation Result Using Model-Sim 

 
Fig. 5.6 RTL View in Quartus 

CONCLUSION 

In this paper we have successfully demonstrated the implementation of canny edge algorithm using both 

MATLAB and Simulink. The analysis and simulation results offer insightful information about the algorithm's 

functionality and suitability for real-world situations. The input images' edges were successfully found and 

highlighted by the Canny edge detection algorithm. The simulation results demonstrated the algorithm’s ability 

to precisely localize the edges and suppress the noise. 

The canny edge algorithm has been applied to an image as well as in real-time and their results have been analyzed. 

For the Simulink model, video stream is given as input. The model is successfully implemented in Verilog and 

the results have been analyzed and simulated. Real-time canny edge detection can be used for various applications 

like lane detection in autonomous vehicles. The vehicle can comprehend its position on the road and aid in 

navigation with the help of real-time lane boundary detection. It was discovered that the Canny algorithm's 

performance is depended on the values of certain parameters, specifically the high and low thresholds for edge 

detection and the Gaussian filter's (σ) standard deviation. For best outcomes, these parameters must be adjusted 

based on the properties of the input images.  
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